
Designing ecological and biodiversity
sampling strategies
                                                                                      

                                                                                                                                                                               Richard Coe
 
 
 
 

GObanyi
Line





Designing ecological and 
biodiversity sampling strategies  

 
Richard Coe 

 



        LIMITED CIRCULATION  
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
Correct citation: Coe, R. 2008. Designing ecological and biodiversity sampling strategies.  
Working Paper no. 66 
 
 
Titles in the Working Paper Series aim to disseminate interim results on agroforestry research and 
practices and stimulate feedback from the scientific community. Other publication series from the 
World Agroforestry Centre include: Agroforestry Perspectives, Technical Manuals and Occasional 
Papers. 
 
Published by the World Agroforestry Centre  
United Nations Avenue 
PO Box 30677, GPO 00100 
Nairobi, Kenya 
 
Tel: +254(0)20 7224000, via USA +1 650 833 6645 
Fax: +254(0)20 7224001, via USA +1 650 833 6646 
Email: icraf@cgiar.org 
Internet: www.worldagroforestry.org
 
© World Agroforestry Centre 2008 
Working Paper no. 66 
 
 
This paper forms part of Chapter 2 of  A Handbook Of Tropical Soil Biology: Sampling and 
Characterization of Below-ground Biodiversity, edited by Fatima M. Moreira, E. Jeroen Huising and 
David E. Bignell (2008, Earthscan, London, ISBN 978-1-84407-593-5). This paper is published 
separately with permission of Earthscan. 
 
The views expressed in this publication are those of the author and not necessarily those of the 
World Agroforestry Centre.  
This publication may be quoted or reproduced without charge, provided the source 
is acknowledged.  
 
 
 

 

 

 ii

mailto:icraf@cgiar.org
http://www.worldagroforestrycentre.org/


 
 

About the authors  

 

Richard CCoe, 
Head of the ICRAF-ILRI Research Methods Group, 
World Agroforestry Centre (ICRAF), 
PO Box 30677, Nairobi, Kenya. 
r.coe@cgiar.org 

 
 

 

 

 

 iii



Abstract  

 

Empirical studies of patterns in biodiversity and other ecological phenomena require 
field measurements. While finding a method of measurement at a predetermined site 
can be challenging, the locations at which samples are to be taken also have to be 
chosen. Despite many years of empirical field research in ecology, many studies seem 
to adopt designs which are poorly suited to their purpose. This paper discusses some 
of the key issues regarding sampling design in such studies.   

 

Objectives of the study should drive all aspects of design, hence clear and 
unambiguous objectives are a prerequisite to good design. These objectives must 
include testing hypotheses.  Most practical designs are hierarchical. Questions of 
replication and sample size can only be addressed once the hierarchy is understood, 
and the scales at which different objectives will be met are identified.  Stratification is 
a key tool in making the design efficient for testing hypotheses.  At any level in the 
hierarchy there are options of using either systematic or random sampling, with 
advantages and disadvantages of both. High levels of unexplained variation are 
typical in many ecological studies, and may mean no useful results are obtained. The 
paper discusses strategies for coping with high variation. 
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1. Introduction 
 
The study and understanding of biodiversity has become increasingly important over 
the past few years, with much data being collected, interpreted and discussed. Yet, 
there is no single operational definition of the term ‘biodiversity’ (Magurran 1996, 
Yankelevich 2008). This is not uncommon in ecology and other areas of research. 
Often vague and complex concepts (such as sustainability or poverty) are discussed 
without definition. Scientists take implicit definitions, selecting practical indicators 
which, they argue, describe the aspects of the phenomenon that they interested in. 
This weak link in scientific method is at the heart of much debate. In this paper, I do 
not attempt to resolve the issue. Instead, I assume that the definition and indicators 
taken in any study have some validity and focus on problems of designing data 
collection for any defined indicator. 

Empirical studies of patterns in biodiversity and other ecological phenomena require 
field measurements. This paper discusses some of the key issues regarding the choice 
of measurement methods and selection of sites for sampling. It was motivated by a 
large study of below ground biodiversity (Conservation and Sustainable Management 
of Below Ground Biodiversity (CSM-BGBD), http://www.bgbd.net/), but the ideas 
are useful in other application areas.  

As will be discussed in Section 3, the problem of choosing the location of 
measurement points is one that occurs at different scales. At one scale, we have to 
choose where the whole study will be located. At another, we need to choose where at 
a measurement site (e.g. a 20 x 20 m quadrant) 4 cores for soil chemical analysis will 
be taken. Somewhere between the two is the problem of choosing the measurement 
sites. While the argument gets a little more complex than this, the problem can be 
visualised as choosing the number and location of points in the study landscape at 
which the measurement protocols will be implemented.  

There is a long tradition of sampling in field ecology, and hence much experience has 
been gathered in this field. In addition, there is a well established theory of sampling 
for any application area (Cochran, 1977). There are numerous texts describing both 
theory and application (e.g. Southwood and Henderson, 2000; Gregoire and 
Valentine, 2007). So why is another discussion of sampling in ecology needed?  

Despite the knowledge and experience, in any project there will be intense — and 
sometimes divisive — discussion of the sampling strategy. There are a number of 
reasons for this: 

 1



1. Application of the theory or methods successfully used in other studies interacts with 

the practical constraints of the new study being designed. For example, it may not be 

feasible to take as many samples as you would like due to limited time and cost or 

restricted access to ideal sampling locations. 

2. Application of sampling theory may require information that is unknown until the 

data are collected. For example, the sample size required depends on the variation 

between samples. If similar data has not been collected previously then this variation 

is not known at the start of the study. 

3. There may be limits to the theory. More importantly, there are common 

misunderstandings of some of the basic principles, such as the why random sampling 

works or what is meant by replication. 

4. The objectives of the study drive the design. However, these may not be fully 

developed, or there may be multiple objectives that require different approaches to 

sampling. 

5. Scientists take differing philosophical stands on approaches to sampling, with a 

dichotomy between those who aim to ‘see what is there, then seek to understand it’ 

and those who ‘start with a hypothesis and seek to test it’. 

 
In this paper, I describe some of the options for sampling and the advantages of 
different approaches.  
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2. Study objectives and sampling basics 
 
Most authors on research study design emphasise the point that the design is 
determined by the objectives. Kenkel et al (1989) explain this clearly in the context of 
ecological sampling. Many of the debates about appropriate sampling methods turn 
out to be due to differences of opinion as to the exact objectives of the study. Ford 
(2000) comprehensively discussed research objectives and approaches in ecology. 

Simple random sampling (SRS) is the starting point for discussions on sampling. If 
the objective is to estimate a population mean (such as the mean biomass of beetles 
per m2 within the study area, or the mean number of fungi species within 1 cm3), then 
SRS has important properties. The mean of the sample is an unbiased estimate of the 
population mean, and its standard error can be estimated without making any 
assumptions about the variation within the population (technically, a design-based 
estimate of sampling error is available). It is also intuitively appealing. Standard 
theory then shows how the precision of the estimate can be controlled by choice of 
sample size and the precision increased (for a fixed sample size) by stratification. A 
useful alternative to SRS is systematic sampling on a grid, discussed in Section 6.  

But few ecological surveys have the limited objective of estimating such a population 
mean. An example of an objective that requires a very different approach to sampling 
is that of inventory. If the aim is to identify all the species of a given group occurring 
in the study area, then SRS is not appropriate. Think of a rare niche in the landscape 
(e.g. the bank of a pond which falls on the boundary between forest and field). There 
will be a tiny proportion of the whole study area occupied by such niches, so if we are 
trying to estimate the mean beetle biomass, it does not matter if such locations are 
omitted from the sample. But those rare niches may well be home to species found 
nowhere else in the area and, hence, should be included when the objective is 
inventory. 

Many studies of biodiversity aim to understand patterns of species occurrence. One 
approach to sampling is to collect data by SRS or a grid sample, describe the patterns 
(for example by clustering and ordination) and then to explain them (for example, 
finding correlations with environmental variables). The alternative is to formulate 
some hypotheses predicting and explaining patterns in biodiversity, then design a 
study specifically aiming at testing the hypotheses.   

Proponents of the first approach may claim that they do not want to be ‘biased’ by 
initial hypotheses or have their imagination and potential discoveries constrained by 
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starting out with a limited objective. They would rather ‘keep an open mind’ and see 
what they can see.  Of course important discoveries in ecology have been made by 
chance rather than through planned studies, and every scientist should permanently be 
open to the possibility of unanticipated observations, and truly novel explanations. 
But there are at least four reasons for trying to design a study with specific objectives, 
including testable hypotheses. 

 
1. Without a clear hypothesis, it is impossible to say whether finding no pattern is the 

result of none existing or of inadequate (insufficient or inefficient) sampling. There is 

no basis for evaluating the success of such a study. 

2. Those serendipitous discoveries that might be made usually have the nature of 

hypothesis formulation — observations which suggest explanations. Carefully 

planned studies are needed to test the explanations. 

3. The proponents of the ‘no hypothesis’ approach actually do have some hypotheses, 

but these are implicit. For example, without some notion of environmental factors that 

might be controlling biodiversity, it is impossible to choose which of an almost 

infinite number of such factors should be measured at sample locations. If the implicit 

hypotheses are made explicit, study designs can be improved. 

4. If we have specific hypotheses, it is often possible to improve the study design, 

making the study more efficient. 

 

The last point is behind much of what follows in this paper. Suppose the hypothesis is 
that an indicator of below ground biodiversity (BGBD) in agricultural plots is 
determined by the level of disturbance (D) and the level of soil organic matter (SOM). 
If we collect data by SRS or grid sampling, then it is likely that: 

a) Most sample locations will have values of D and SOM around the average, 
with relatively few points with very high or low values. But when seeking 
to understand the relationship between BGBD and SOM or D, it is the 
more extreme points that provide most of the information (Figure 1). 
Stratification — dividing the population or study area into sub-populations 
and deliberately sampling each — can be used to increase the number of 
points with more extreme SOM and improve the estimate of the 
relationship without increasing the number of samples. 
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b) SOM and D may well be correlated, for example with plots with high D 
typically having low SOM. In such a case, it is hard or impossible to 
disentangle the effects of the two variables. However, the study could be 
designed to deliberately include some samples with high D and high SOM 
as well as others with low D and low SOM. Then the effects of both 
variables, and their combined effect, can be estimated. 

 

In practice, it may not be possible or useful to produce a single index of BGBD or D, 
as plotted in Figure 1, and relationships may be more complex than straight lines but 
the same principles of design apply. 

 
 
a. 

 

b. 

 

BGBDBGBD

SOM SOM

Figure 1. Designs for estimating the relationship between BGBD and SOM.           
(a) Simple random or grid sampling will probably give most SOM values near the 
average, and a poor estimate of the line. (b) Deliberately including samples more 
extreme SOM values through stratification increases the precision of the estimate of 
the line at no extra cost. 

Another example of a hypothesis implicit in many studies is that of the spatial scale at 
which interesting patterns occur. By choosing the distance between sample locations 
and the overall size of the study area, the scientist is making choices and assumptions 
about the important scales to study. If these are made explicitly, then they are open to 
debate, with a likely improvement in the study design. 

The overall objective of a project may be to test the hypothesis that increasing land 
use intensity changes an indicator of below ground biodiversity, as in the CSM-
BGBD project. This is a rather general statement, but can still be helpful in focusing 
design of sampling. Ideally we would investigate it with an experiment. The only 
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certain way to determine the effect of changing something is to change it, and that is 
the basis of an experimental approach. However, this is often not feasible. If we have 
to use an observational study design, rather than experimental, then the ideal would be 
a longitudinal study, in which plots are monitored over time to see whether changes in 
BGBD are correlated with changes in land use.   

Generally, this is also not feasible in a project of a short and fixed duration, as the 
time over which monitoring may be needed is unknown. Hence the study, like many 
others, will have to use a cross-sectional approach, looking at a range of land uses at 
one time point. The hope is that correlations between land use intensity and current 
BGBD do reflect some causal connections and give indications of what would happen 
to BGBD if land use changes take place in the future. Though the validity of this 
approach can be questioned, it is often the only option available. Discussions in this 
paper therefore only consider alternative sampling schemes for collecting cross-
sectional data. 

Note that if historical land use data is available, then it is potentially possible to 
examine the effect of different histories of land use. For example, comparing land use 
A following B with A following C.  However, if A always follows B, it is not possible 
to determine whether differences between A and D are a property of A, of B, or of the 
sequence B followed by A. 

 

3. Practical approaches 
Designing a successful, practical sampling scheme is an art1. It requires deep 
understanding of the scientific basis of the research and of the properties of alternative 
methods. But these need to be blended with the practical constraints imposed by cost, 
the time and expertise available. There may well be additional constraints such as 
limited access to desirable sample locations, or the need to rapidly transport samples 
from the field to the lab. Details of how these practical and theoretical sides can be 
merged will be different for every study and give each investigation its own unique 
aspects. However, it is possible to outline steps in the process that can be followed in 
any study. 

 

1 There may be some discomfort in using ‘art’ in this context, as it implies subjective judgement. There should be no subjectivity 
in deciding whether a design is capable of testing a well-specified hypothesis. But there is subjectivity in the assessment of a 
design as practical, manageable in the field, acceptable to technicians and farmers, and so on. 
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Step 1:  Define objectives 

As outlined in Section 2, the objectives determine all aspects of the design. Hence 
they must be clearly and precisely determined at the start. Objectives of a research 
study must include testing of precisely stated hypotheses. A study may well have 
additional objectives, such as compiling a species inventory or estimating parameters 
that characterise the study area, that are not usefully stated as hypotheses.  

Write down the objectives, so that it is easy to share them with others for suggestions 
on how to improve them. Get comments and suggestions from as many other 
scientists as you can. These could be scientists working on similar topics but in other 
locations, those who have worked in the same location or those with experience in the 
methods you plan to use.  

One tool to help refine objectives is the simulated presentation of results. Imagine you 
have completed the study and obtained results. What tables and graphs would you like 
to be able to present to meet your objectives and provide evidence for your 
hypotheses? Write these down, with realistic numbers and patterns.— Figure 1 is a 
simple example. Then check carefully (a) that those results really would meet the 
objectives and, in particular, allow you to reach conclusions about the hypotheses, and 
(b) that the sample design imagined could give those results. 

Step 2: Review other studies 

Look at reports from other related studies. While each study has some unique aspects, 
you can learn from earlier studies. Try to understand which aspects of the methods 
used appeared successful, and which ones seemed to limit the efficiency or quality of 
results. Note in particular sample sizes used and the variability in results. 

Step 3: Assemble background data 

Assemble background information that will be needed to design sampling details. 
These include topological maps (for example, to stratify by altitude or understand 
access problems), remote sensing images (to map ground cover), land use maps (to 
identify the main land uses to include in the study), meteorological data (to help 
decide on suitable seasons for field sampling).  

Step 4: Produce a design 

Produce a tentative design using a combination of general principles, your own 
experience, designs used in other studies and imagination. There may be aspects you 
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do not know much about, but make a realistic suggestion. Write the design down in as 
much detail as possible. 

Step 5: Review the design 

Give the design to other scientists to review and make comments. Again, these may 
be people who have worked on similar topics, used similar methods, worked in the 
location or are generally perceptive.  Include a statistician with experience in 
ecological research. A statistician is likely to see aspects of the problem that 
ecologists might be missed. 

Step 6: Pilot 

Try out the approach. A pilot investigation is a chance to evaluate the practicality of 
the sampling scheme. It also allows testing and refinement of measurement protocols, 
data handling procedures, etc. It also allows estimation of the time needed to find, 
collect and process samples. If it is possible to process some measurements to the 
point of statistical analysis, the pilot also gives an indication of variability, which can 
then be used to decide final sample sizes. 

Step 7: Iterate 

At any step, expect to go back to an earlier one and try again. In particular, revise 
objectives in the light of new information and insights. A common mistake is to get 
information which suggests the objectives are unobtainable but to carry on anyway. 

 

4. Hierarchy, replication and sample size 
Most study designs are hierarchical and the sampling problem is not simply one of 
selecting measurement locations within a study area.  The CSM-BGBD project 
provides a good example. It involves several countries. Within each country one or 
more benchmark locations were selected. In each benchmark, one or more study areas 
(labelled ‘windows’) were selected. Within each study area, about 100 sample 
locations were selected. Measurements are taken at each sample location The 
measurement protocol defines further layers in the hierarchy, such as 4 cores being 
taken for soil characterisation, and subsamples of the cores subject to chemical 
analysis. 

At each layer in the hierarchy, the basic sampling questions recur: How many units 
should be selected and which ones?  At the highest levels, the answers may not be 
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based on scientific grounds. Selection of countries may be based on politics or the 
interests of funders and researchers leading the project. But at some level, selection 
should be based on the objectives of the study and application of some principles. 

The first is the sampling theory idea of a ‘population’ to be sampled. The terminology 
is confusing, as this has nothing to do with a biological population. The notion is one 
of knowing what your results will refer to. As an example, we could study below 
ground biodiversity on farms around the forest boundary of Mt Kenya. That would 
require a sample of farms from that location. If we wanted results that apply to the 
forest boundaries on mountains in East Africa generally, then we need samples from 
some of the other mountains as well. Without that, we can only make statements 
about Mt Kenya on the basis of the data, with extrapolation to other locations 
dependant on other information or assumptions. The implication for sampling is that 
the overall area about which we want to makes inferences (the ‘population’) needs to 
be delineated before a sampling scheme can be determined.  

The second idea is that of replication, which concerns consistency of patterns and 
relationships. The aim of research is to find some patterns, such as patterns of below 
ground diversity related to land use. Patterns of interest are those which are consistent 
across a number of cases, as it is only these that can be used for prediction and may 
reflect some underlying rules or processes. Hence we need repeated observations to 
determine whether patterns are indeed consistent.  

Suppose we have 10 samples taken from a forest and 10 from nearby cultivated fields, 
and the forest plots consistently have higher BGBD. What can we conclude? If the 
samples were selected appropriately, we can conclude (to a known degree of 
uncertainty assessed by the statistical analysis) that the forest is more diverse than the 
fields. But strictly speaking, we can only conclude that that particular forest is more 
diverse, not forests in general. If we seek a more general conclusion, then we should 
look for consistency across several forests.  

Within a hierarchical study design, higher level units such as benchmark sites may 
provide one level of replication and consistent patterns across benchmark sites 
probably represent some widely applicable ‘rule’. But within benchmark, sites we 
would make stronger conclusions if we ensured that several, rather than a single, 
forest (or other land use element), are sampled. Multiple samples from the same forest 
may not serve the same purpose, representing ‘pseudo-replicates’. The extent to 
which repeated samples within one forest serve the same purpose, or can be 
interpreted the same way as samples from different forests depends on properties of 
the data and not of the design. The safe approach is to ensure valid replication and 
some generic results by a design that replicates forests and other land use elements. 
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a. 

 

b. c. d. 

Figure 2: Four approaches to using grid sampling in a landscape with two land uses, 
forest and agriculture. (a) A single grid that includes 1 forest patch, (b) 3 grids that 
sample 3 different forest patches, (c) increasing the replication, and (d) recognising 
the boundaries as another category. 

 
Some of the implications of these ideas for grid sampling (Section 6) are illustrated 
for a simplified example in Figure 2.  The aim is to sample a landscape with two land 
uses, labelled ‘forest’ and ‘agriculture’, in order to examine differences in BGBD. In 
Figure 2a, a single large grid has been laid down in such a way as to include both land 
uses. The grid is a single ‘window’ with 77 sampling locations (intersections) defined. 
In Figure 2b, three smaller windows are used in order to sample three different forest 
patches, rather than one only. The replication can be further increased, and more of 
the whole study area observed, by using more, smaller windows (Figure 2c).  

One criticism of this third design is that all the sample locations in agricultural land 
fall close to a forest boundary, and may not be considered representative of the land 
use. A response to this is to define a new category of ‘forest boundary’ and ensure 
that windows sample all three (Figure 2d). Notice that it is not necessary to have all 
land uses sampled in each window. If this process of reducing the size of windows 
while increasing their number is continued, then eventually we loose the possible 
advantages of grid sampling (Section 6) and end up with a design that looks like a 
random sample of individual locations.  

‘Scale’ is a confusing and controversial idea in ecology (Peterson and Parker 1998), 
but it is clear that the scale at which we anticipate (or hypothesise) patterns 
determines the level in the hierarchy at which replication is required. For example, the 
hypothesis may be ‘BGBD in agricultural plots decreases with increasing distance 
from the forest edge’. This can be investigated with plots (sample locations) at a range 
of distances, with replication of each distance.  
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A different hypothesis is ‘BGBD in agricultural plots decreases with decreasing forest 
cover in the landscape’. Here we need to define what is meant by ‘in the landscape’ 
— that is, the spatial scale at which forest cover is assessed. Suppose that was defined 
as areas of 1km2. Then the hypothesis needs a sample of 1km2 units with varying 
levels of forest cover. Replication now dictates the need for several such units at each 
level of forest cover. To assess the BGBD within such a 1km2 unit, will require 
further sampling, with definition of some sample locations within each unit. The 
replication at the within-unit level is important for determining the precision with 
which the BGBD for each unit is measured, but it is not relevant to affirming the 
consistency of pattern across 1km2 units, needed to examine the hypothesis.  

In other areas of ecology, landscape factors (e.g. forest fragmentation) are found to 
affect processes, so objectives of a BGBD project may include ‘landscape analyses’. 
The two examples in the previous paragraph are both examples of analyses that use 
landscape factors, yet are based on data from different levels in the hierarchy — one 
using plot-level data and the other data from 1km2 units. The message is clear: 
‘landscape level’ is not well defined and aiming to do a ‘landscape level analysis’ 
does not tell you the sampling design needed. 

Once we know what is to be replicated, standard methods are available to help select 
sample size and so is software to implement them. The methods require knowledge of 
two things: the magnitude of difference (for example, differences in BGBD between 
two land uses) that it is important to detect, and the variability between replicates of 
the same land use. It is clear why the sample size decision depends on these, but it is 
usually rather hard to specify them. When research is directed at measuring economic 
responses to management decisions (e.g. crop response to fertilizer), then it is feasible 
to specify a minimum response that it is important to detect. However, when the 
research aims to detect and understand processes, it is often impossible to specify a 
size that is important.  

A rough estimate of variance between replicates can often be obtained from previous 
studies, but how relevant these will be in new environments may be unknown.  
Another complication arises from the multivariate responses of interest. The standard 
methods assume there is a measured response of BGBD that we can use when 
planning sample size. But any real study has multiple responses of interest, such as 
the diversity of different functional groups measured in different ways, numbers, 
biomass and ratios of these for functional groups or even species, and so on. Hence, in 
practice, sample size has to be based on a combination of information from formal 
methods — which can give indications of orders of magnitude needed — previous 
similar studies and pilots.  
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A sampling design and sample size determined in this way will not be that which, 
given perfect information, would be optimal. But if serious consideration is given to 
sample size, then the study has a greater chance of succeeding and providing 
insightful results than if the sample size were simply that which you first thought of or 
the maximum that you can afford. 

Several ‘newer’ sampling approaches have been developed. Sequential designs 
(Pedigo and Buntin 1993) allow sampling to continue until some criteria are met. 
While theoretically attractive, they are unlikely to be practical for many studies as 
work needs planning in distinct phases of field and lab, with many measurements only 
becoming available a long time after field sampling. Adaptive sampling (Thompson 
and Seber 1996) allows the design to respond to patterns being detected. Again, there 
are some attractions in the idea but they are unlikely to be feasible given the need to 
plan field campaigns in advance. A range of multiscale designs have been used in 
ecological studies. The idea of these designs is to choose sampling positions so that 
patterns at several different scales can be investigated. Fine scale patterns require 
points close together. Larger scale patterns require points further apart. Hence, both 
are included, with efficient designs having a clustered structure (Stein and Ettema 
2003; Urban et al, 2002). 

At each selected sampling location, further sampling is usually required in order to 
take measurements (Section 8). Think of the selected location not as a point but as 
plot, perhaps with an area of the order of 100 m2. If measuring BGBD, sampling is 
needed within this plot, as only a very limited volume of soil can actually be 
examined for most BGBD measurements, and several samples are taken to represent 
the whole plot. However, typically, the measurements within each plot are bulked — 
that is, the several soil samples from the plot are mixed before measurement of the 
BGBD. There are two reasons for bulking. One is simply practical. There would be 
too many samples to process without bulking. The second is the need for coincident 
measurements of different functional groups of BGBD. If several groups of species 
are being assessed, then presumably the relationships between them are important. 
This means they must be measured in the same place. However, it is usually only 
possible to examine one group in a given soil sample, and extracting the sample for 
one group may disturb it for others. Hence all measurements are at the plot level.  
This means that variation and patterns at the scale of within-plot (e.g. <10m) are not 
examined. 

 

 12



5. Focus on objectives: stratification  
In the introduction to this paper, I suggested that focussing on objectives of a study 
will increase the efficiency of the design. Consider the example of the objective of 
discovering and understanding land use effects on BGBD. This requires comparison 
of different land uses.  One approach to improving the sampling design (relative to 
SRS or a single grid) is to use ‘stratification’ to ensure that we do indeed have 
adequate sample sizes of each land use. Used in this sense, the strata are land areas 
under different uses, and the idea is to deliberately sample from each of these. It is 
sometimes suggested that this approach is ‘biased’, as the land use classes to sample 
are determined a priori. If the data were used to make statements about the overall 
study area (e.g. the mean number of beetles per m2) without accounting for the design, 
then the result may be biased, as different land uses may not be represented in the 
sample with frequencies that are proportional to their occurrence in the study area. 
But the design is not biased for the objective of comparing land uses. Furthermore, it 
is efficient. If we have a total of N samples to compare two land uses, then, in the 
absence of further information, the best design is to have N/2 in each of the two 
groups. With the stratified sampling approach we can choose a suitable sample size 
for each land use. 

 
If this approach is to be employed, then there are two prerequisites: 

 
1. We need to know which land uses will be compared and have precise definitions of 

them. 

2. The location of these land uses must be known — a land use map of the study area is 

needed. 

 
The first of these makes some scientists uncomfortable, with the feeling that prior 
definition of the land uses to investigate excludes discovery of potentially important 
patterns. But the definition has to be done at some stage anyway. The need to define 
them precisely also has to be done at some time. For example, where is the boundary 
between ‘pasture with trees’ and ‘secondary forest’ along a gradient of increasing tree 
cover? Here, we have another potential gain in efficiency from thinking through these 
requirements at design rather than only analysis stage. If a sampling design does not 
take landuse into account, then there is a good chance that many of the selected 
sample locations will end up in positions of ambiguous land use definition that we are 
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not sure how to classify. With the stratified approach, these areas can be excluded 
from the sampling. Of course, if the aim is inventory of the landscape, we do not want 
to exclude some land use types and transition zones may be important. But if the aim 
is to investigate land use effects, it does make sense to exclude such locations.   

If the objectives include investigation of boundaries between areas of different land 
use, or of rare niches such as linear features, then these should be specifically 
included in the sampling. If this is not done, the sample is likely to include only a few 
observations of these categories from which nothing can be concluded. It is much 
more efficient to either (1) include them with a large enough sample size if they are 
required by the objectives, or (2) exclude them (give them a sample size of zero) if 
they are not required by the objectives.  

Note that similar arguments apply if the hypothesised factors influencing BGBD are 
not forms of land use per se, but environmental variables influenced by land use, such 
as SOM or frequency of fire. 

The requirement to have land use mapped for use in sampling should not be a 
constraint. Interpretation of remote sensed imagery is a possibility, although not easy 
if other land use maps of suitable resolution are not available. The same may not be 
true if variables such as SOM are to be used for stratification. It may be useful to do a 
rapid survey of SOM, calibrate it to a land-use map or RS image and use that to define 
strata. 

6. Random and systematic sampling 
 
The essential reasons for using simple random sampling (SRS) in many applications 
were outlined in Section 2 and are elaborated in texts such as Cochran (1977). To 
implement SRS, it is necessary to delineate the study area and then select sampling 
locations inside it at random. This should be done in such a way that (a) every point is 
equally likely to be selected, and (b) selection of one point does not change the 
probability of including any other point. Stratified random sampling requires doing 
the same thing within each stratum. With software to aid in the randomisation and 
GPS to locate selected sample locations in the field, this scheme is feasible. However, 
ecological sampling often uses non-random sample selection, sometimes for good 
reasons. 

A common non-random approach is subjective selection of sample locations. This 
means, for example, choosing the samples to include sites judged to be interesting or 
important, and is often the basis for selecting sampling units at higher levels in the 
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hierarchy. While sometimes necessary, this approach is limited because the 
‘representivity’ of the sampled area (the extent to which findings can reasonably be 
assumed to apply to a larger population) depends on the judgement of the designer, 
not on any inherent property of the design. It is therefore open to dispute when results 
are presented. If a subjective sample of size 1 is taken, this is equivalent to limiting 
the study area. For example, if a single ‘window’ is subjectively placed in a 
benchmark area, then in fact we have reduced the study to that window, and any claim 
to represent the benchmark area depends solely on the expertise of the designer. 

Systematic sampling has found much application in ecology, both with 1-d transects 
and 2-d grids. In the case of transects, samples are selected at points in a fixed 
distance apart along a predetermined line. For grid sampling, a (usually) rectangular 
grid is defined in the area and samples taken at each intersection point. The potential 
advantages of these types of systematic sampling derive from both theory and 
practice.  The practical advantages include: 

 Ease of locating sampling points and description of the location and means of finding 

them in the field. For example, the protocol may be something as simple as, ‘from the 

starting point, walk north and sample every 50m’. 

 Ease of planning field work, for example, estimating the time needed to sample a fixed 

number of points. 

  
The statistical reason for using grid sampling is because they can be efficient 
(Webster and Oliver, 1990). Consider a study with the objective of measuring the 
average or total of some quantity (for example total soil carbon in the study area or 
average number of beetles per m2). A grid sample will give a better estimate than a 
simple random sample of the same size if the measured quantity varies in a patchy 
way, which is typical for environmental and biological variables. The efficiency 
comes from the fact that closely neighbouring points are similar to each other and so 
do not add much new information. In addition, the grid spreads the sample as evenly 
as possible through the study area. For similar reasons, the grid approach can be 
expected to be good for compiling the inventory of a study area, except that it may 
miss rare niches (see below).  

There are some negative aspects of grid sampling. These include: 

1. Some points of the grid may be at points which should not be included in the study, 

such as roads or water bodies. Obviously these must be excluded.  
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2. Grids will sample different land uses with a sample size roughly proportional to the 

areas of those different land uses. In particular, rare land use classes may be omitted 

completely. While this can be compensated by moving the window around and 

adding points, the process could be rather arbitrary and subjective. 

3. It is sometimes not possible to characterise the land use unambiguously at every 

sample point. 

 These are all related to the problem discussed in Section 5. If the aim of the study is 
comparison of land use classes, then grid sampling may not capture those in an 
optimal way. Thus, grids and transects are probably most appropriate for sampling 
when either (a) there is no explicit objective or hypothesis involving comparison or 
relationship with environment variables, or (b) the hypothesis refers to a higher level 
spatial unit than the scale at which the grid or transect sampling is done. For example, 
Swift and Bignell (2001) recommend 40m long transects, but these are within each 
land use class.  
For the purpose of comparing land uses, transects are replicated and randomised to 
strata defined by different land uses. In this way, systematic grid or transect sampling 
are usually combined with random sampling. For example, there may be several grids 
defined, as in Figure 2d, with their location and orientation randomised. Similarly, the 
starting points and orientation of repeated transects may be randomly oriented. 
Transects can also usefully be aligned with environmental gradients hypothesised to 
be important when they are known as ‘gradsects’ (Wessels et al 1998). With 
randomisation at some level in the hierarchy, statistical analysis based on the random 
properties of the design is possible. For example, if a number of small grids are 
randomly placed in the study area, then we have the replication necessary to establish 
the consistency across windows of patterns found.  

Statistical analysis at the sample point level of data collected by grid sampling cannot 
be based on randomisation, as the locations were not independently selected within 
each grid. There are two possible approaches to analysis. One is to assume that the 
data behave as random (i.e. the statistical properties are the same as if the point had 
been randomly located). The second is to use an explicit model of spatial pattern. In 
most analyses looking for relationships between environmental variables and BGBD, 
the former method is used, mainly because alternatives are complex. The 
consequences of this assumption are rarely investigated. 

It is clear that the spacing and overall size of a grid determine the scale of the spatial 
patterns that it can be used to detect. It will not be possible to pick up patterns (e.g. 
patchiness in BGBD) at spatial scales less than the distance between points in the 
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grid. Likewise, it will not be possible to detect patterns larger than the overall size of 
the grid. In fact, the maximum size must be less that the size of the grid, as the 
patterns can only be recognised if there are several repeats within the grid. It is this 
aspect of pattern scale, set by the objectives of the study, which should determine the 
spacing and overall size of a grid.   

It is sometimes suggested that grid spacing should be such that neighbouring points 
are uncorrelated. This notion of spatial correlation is important but also confusing. 
The correlation between measurements at a given distance apart is not an absolute 
quantity, but is measured relative to an average (technically, the issue is one of 
stationarity). To see this, think of analysing data from a single window in Kenya. 
Points more than 200m apart may well show no similarity in BGBD. But if we put 
data from a global dataset together, we would expect to find similarity not just 
between points in the same window but perhaps between all points in Kenya.  

 

7. Dealing with variability 
Experience from studies suggests that one should expect a high level of variation in 
many key measurements in biodiversity or other ecological studies. Even over short 
distances we expect large variation in numbers and diversity of different functional 
groups. In tropical agricultural landscapes, the variation within a land-use category 
may be considerable in terms of management practices, variation in above-ground 
vegetation characteristics, differences in land use history of the plot, edge effects, 
topographic position and bio-physical characteristics. If formal methods of 
determining sample size requirements were followed through, they are likely to give 
indications of sample size many times larger than that which is feasible and 
affordable. What should be done? 

First, there is no point in doing nothing. Simply carrying on with the preconceived 
sample size will mean objectives will not be met. If the original plan was to have 
about 10 samples of each land use within a benchmark site, and the indications are 
that we need about 100 samples of each, there is no point continuing. The result will 
be vague and inconclusive results, reflected in high standard errors and no significant 
effects when analysing the data.  There are three possible responses: 

1. Increase the sample size.  

2. Use sampling methods to reduce the variability 

3. Reduce the scope of the study. 
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The first option is obviously impractical in many cases. There are always limitations 
in time, money, facilities and expertise.  

There are various methods of reducing variability by sampling. Most useful are 
stratification and matching. Note this use of the term ‘stratification’ is the common as 
that in sampling, but different from that in Section 5. If some sources of variability 
can be predicted, they can be used to define strata and removed from the analysis. For 
example, if the benchmark site covers a range of altitudes, we may expect variation in 
BGBD by altitude.  Stratification would then divide the site into altitude zones, and 
sample within each of these. During data analysis, land uses would be compared 
within strata and in-between stratum variation not obscure the results. This approach 
requires that some (not all) different land uses occur within given altitude zones. If 
land use only varies with altitude,, then the two factors are confounded and their 
effects on BGBD cannot be distinguished. It is typical for environmental variation to 
be patchy, which explains some of the variation in response to show patchiness. 
Hence, strata may be usefully defined as geographically close sets of sampling points. 
The windows in Figure 2 can be seen in this way. 

Matching takes stratification to an extreme. Suppose two of the land uses to be 
compared are forest and maize fields. We can expect the BGBD to depend on many 
environmental variables such as climate, topography, soil and geology. These 
environmental variables typically vary in a patchy way, with sites that are close 
together being similar. Hence, if we choose forest and maize plots which are close 
together, then differences between them will be mainly due to the land use rather than 
other factors, and we remove those other ‘noise’ factors from the analysis. Thus, the 
approach would be to identify and sample, say, 10 pairs of sites, each pair consisting 
of a forest and maize plot which are close together, either side of a land use boundary. 
Formally, each pair constitutes a stratum of size 2.  For more than two land uses, the 
design can be extended. Ideas of design for incomplete block experiments are relevant 
to choosing suitable pairs of land uses to match. Of course, the study should check for 
systematic difference between the land use units other than their current land use. 
There may be important reasons why current land use is either forest or maize which 
have a bearing on the variables measured.  

Managing variability by reducing the scope of the study is often the best solution. The 
scope could be reduced by cutting down the size of a benchmark site, naturally 
reducing the heterogeneity. This is unsatisfactory as it also reduces the generality of 
the result. If we only sample in a small area, then there is no basis for assuming we 
have found widely applicable patterns. Other ways of reducing the scope of the study 
are: 
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 Not including all land uses found in the benchmark area, but a selection that covers a 

clear gradient in land use intensity or represent some typical land use transitions. 

 Tightening the definition of a land use class. For example, rather than having ‘maize 

field’ as a land use, we could limit attention to maize fields that have been in continuously 

cultivated for 10 years, have not received fertilizer in the last 3 years and are tilled by hoe. 

 Avoiding samples in ambiguous sample locations, such as those near a boundary. 

 

While ways will all help in detecting and measuring the effect of land use intensity on 
BGBD, they may not be consistent with objectives of species inventory. A trade off 
between these two objectives may be necessary.  This is common in design, the 
bottom line being that we cannot expect to find out everything from one limited size 
sample. 

 

8. Other considerations 
There are two further areas in which sampling ideas are important. In Section 4, it was 
indicated that the sampling location, selected using all the ideas discussed earlier, is 
not a point. It will be a sampling unit of (usually) fixed area and shape within which 
measurements will be taken. Typically, it will be a plot, for example of 10m x 10m.  
Some variables, such as tree cover, can be measured on the whole plot. Others, such 
as counts of below ground organisms or measurements of soil properties, require 
further sampling. The definition of this within-unit sampling is usually part of the 
measurement protocol. The aim is simply to provide estimates of the whole-plot value 
of the variable which are unbiased and of sufficient precision. Since analysis of the 
data (detection of patterns linking the different variables) is at the plot or higher level, 
the specific objectives of the study do not enter the sampling design at this stage. 

 
When should measurements be made? The studies discussed here are cross-sectional, 
so that time is not an explicit element of the method. However, decisions have to be 
made on when samples will be collected. These should be determined by 
understanding the seasonality in the ecosystems being studied. Suitable times for 
sampling will be when the patterns to be investigated are most strongly expressed. If 
repeated samples can be taken in time in order to investigate differences between 
seasons, there is a further choice to make. Should the same sample plots be measured 
on each occasion, or should a new sample be selected?  For most purposes and 

 19



situations, the best information on seasonal change will be obtained from re-
measuring the same plots. However, new plots should be sampled if either (a) the 
previous measurement disturbed the plot to such an extent that its effect may still be 
evident, or (b) analysis of the previous data reveals deficiencies in the sampling. 
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